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Comments from Thirty Years of Teaching
Matrix Algebra to Applied Statisticians

by Shayle R. SEARLE, Cornell University

Abstract. A few simple ideas gleaned from teaching matrix algebra
are described. For teaching beginners how to prove theorems a useful
mantra is: “Think of something to do: do it and hope”

1. Introduction: Hooked on Matrix Algebra. As a Master’s stu-
dent of mathematics in New Zealand, I had a course on matri-
ces from Jim Campbell who had done his doctorate under A.
C. Aitken at Edinburgh. That one could have something like
AB = 0 without A = 0 or B = 0 fascinated me—and 1 was
hooked. Eight years later, as a graduate student at Cornell, I
gave an informal 1957 summer course on matrix algebra; and
after returning to Cornell on faculty that course developed in
1963 into a regular fall semester offering, Matrix Algebra, in
the Biometrics Unit. I taught it until 1995, when I retired; and it
still continues with 20-30 students a year.

One may well ask “why matrix algebra when linear algebra
is widely taught in Mathematics?” Several reasons: I’'m no ge-
ometer. Dropping a perpendicular from 8-space to 4-space helps
my intuition not one bit. I cannot illustrate that perpendicular on
a blackboard, and I cannot use my fingers to do so either. [ have
many kindred spirits in this regard. They come from students
minoring in statistics for use in their down-to-earth majors such
as agronomy, agricultural economics, plant breeding, pomology
and animal breeding. They find no joy in geometry, but they can
get the hang of algebra—even to the stage of enjoying it, despite
the 8 am. hour for the course! That lasted 25 years, whereupon
I changed it to 9 am., giving the college curriculum committee
the reason “After 25 years, I'm tired of 8 am.!”

2. Features of the Course. Each lecture began with my im-
mediately launching into the day’s topic, saving the end of the
hour, when all of a day’s attendees would be there, for announce-
ments. And so no repetition was needed.

An 8 am. class inevitably generates late arrivals. That never
worried me. Mathematical subjects demand using today’s new
knowledge for tomorrow’s work, so that I insisted that late ar-
rival was far better than not coming at all. And with the class-
room having a rear door, which I heartily recommend, entry for
laggards caused no interruption, except on the day a chronically
30-minute late arrival was greeted with the 8:30 am. salutation
“Good afternoon”.

The course always had homework—every Wednesday, a
help session the following Monday and hand it in two days later.
By that time, one hoped it was all correct. Each week’s work
was graded 2, 1 or O for satisfactory, mediocre or hopeless, re-
spectively. No student ever argued about this holistic grading.
And a whole term’s homework counted for no more than 10%

of the term’s grade; in some years nothing. Yet there was mo-
tivation: an early handout explained that the term grade would
be F if there was any failure to do homework, no matter how
much help had been given. To me, homework is for students
to learn to do mathematics; it is not inquisitorial for assessing
how much they have learned. That is the purpose of exams—
and students were told that exam questions would be similar to
homework problems —indeed, most exams included at least one
of the homework problems.

For a number of years the course was split into two back-to-
back 7-week modules, each of two credits and two exams. This
came about because agricultural economics graduate students
asserted the second part of the course was too theoretical. So
with the split they did only the first part and got no further than
inverting a matrix (not even to rank and linear independence).
So their attendance dwindled almost to zero, coinciding with in-
creasing enrolment of statistics undergraduates. For them I soon
learnt that two modules involving four exams was too weighty
a presentation, and after 10 years the course returned to a reg-
ular 3-lecture, 14-week routine. That was less intensive, more
enjoyable for the students, and under less pressure I believe they
learnt more, and more easily.

3. Teaching How to do Mathematics. How do we do mathemat-
ics? How do we learn how to do mathematics? It seems to me
that we don’t do a good job of teaching this—of how to do alge-
bra, for example. Many students have difficulty in learning this:
they find even simple methods of proof difficult to assimilate.
This arises, one must assume, from high school and mandatory
college courses in mathematics paying insufficient attention to
these matters. Students seem to have little idea as to how math-
ematicians think, how they go about solving problems, and es-
pecially how they start trying to solve a problem. So the ma-
trix algebra course attempted to give students ideas about some
of the thought processes which are helpful in proving already-
established results. One would hope that in learning such tech-
niques students would subsequently find them very useful, both
for checking on the validity of results they will find in their own
subject-matter research literature, and also for developing their
own results ab initio. And part of the necessary learning is: how
do mathematicians motivate themselves to develop the step-by-
step process which leads to final and useful results? The nature
of this motivation can be illustrated in the proving of a simple,
well known matrix result.

Suppose we want to prove the following little theorem:

If A isidempotent,sois1 — A.
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As we all know, the proof is easy:
(I-AP?=I-2A+A%=1-2A+A=1I-A,

and the proof is complete. “But”, asks a student, “Where does
this come from?” “Why?” asks another; and “So what?” says a
third. These reactions, I suggest, stem from unfamiliarity of im-
portant steps in the process of proof, steps which are, it appears,
seldom emphasized early enough in one’s mathematical educa-
tion. For example, two important steps for algebraic proof are
(1) whenever possible convert text statements to algebraic state-
ments and, in doing so, (ii) clearly label the statements as Given,
or To Be Proved. In our case this yields

Given
To Be Proven

A? = A, the definition of idempotent.
(I-AZ=1-A.

Now comes the difficult partt We know what has to
be proven: we must show that (I — A)? can be reduced
to I—A. On thinking about this one soon concludes
that it seems (and indeed is) difficult to straightforwardly
start at I — A and get to (I— A)%2. Actually, one can do
this, as follows. Beginning at I — A we can observe that
A(I-A)=A~-A%Z=A — A = 0. Therefore

I-A = I-A-A(I-A)

= I-A-A+A?2=1-2A+A%=(1-A)%
This is correct, but itis sort of gimmicky, and not obviously logi-
cal. Itis much more logical to start from something complicated,
in this case (I — A)Z, and try to reduce it to something simpler,
(I— A). This is usually easier than the other way round. So we

start with (I — A)? and hope to get to I — A. But now what?
(I-A)2=?

The following mantra, to be used iteratively, is what helps.
“Think of something to do: do it and hope.”
‘What comes easily to mind? Expand:
(I-A)P=(I-A)I-A).
Now what? Use the mantra again, and multiply out:

(I-A)?2 = (I-A)I-A)
= I(I-A)-A(I-A)
= I-A-A+A%2=1-2A+4+A2

Now comes an important step in the process of developing re-
sults. (iii) Use what is given: in this case A% = A. Thus

(I-AP2 =I-2A+A=I-A.

This process, especially the mantra, has helped numerous
students to overcome their fear of the proof process and to goon
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to successfully tackle problems. True, the mantra is not much
more than formalizing the trial-and-error process, but after all
that is precisely how mathematical progress is often made. It
seldom leads to the shortened proof, but who cares about that
insofar as learning the process of proof is concerned. Supple-
menting the mantra there are, of course, a number of techni-
cal aids for helping with algebra, some of which are detailed in
Searle (1977).

4. Patterns and Relationships. We also need to teach students
that mathematicians look for patterns and relationships. For ex-
ample, in proving that

a b e\"'yp
t=(abc)ld e f q

g h 2 r

without calculating the matrix inverse, it is the “pattern” of the
row vector also being the first row of the matrix, combined with
the thinking about the cofactors in the elements of the matrix
inverse, that leads at once to

p
t=(100)] q| =p
r

5. Two Kinds of Thinking. This “thinking about the cofactors”
brings us to what I feel are two kinds of thinking needed for
doing mathematics. They can be called “automatic thinking”
and “cogitative thinking”. Automatic thinking is the kind of
straightforward thinking involved in doing algebra, especially in
simplifying algebraic expressions; e.g., I ~2A + A =1 — A.
The second type of thinking is that of cogitating; e.g., consider
the statement

AB is a matrix of columns which
are linear combinations of columns of A.

Automatic (e.g., algebraic) thinking is relatively easy, once one
knows the rules of algebra, for example. In contrast, cogitative
thinking is not so easy. As soon as we see that statement about
AB we know it is true. But developing the statement requires
cogitating (i.e., “thinking hard”, according to the dictionary)
about the operation of matrix multiplication. Then we hit on the
statement about AB. Generally speaking, it is a much harder
kind of thinking than that involved in I - 2A + A =1— A.
And the real difficulty is to recognize when this kind of cogitat-
ing is required. The trick is to know when, in the presence of
Jjust the product symbol AB, it will be useful to think of that
product as just described. Atleast a first step in being motivated
towards this possibility is to recognize that there are occasions
when the “automatic thinking” or “algebraic thinking” has to be
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replaced by the cogitating (hard thinking). Distinguishing be-
tween these two modes of thinking has proven to be one more
aid in helping non-mathematics majors to learn a mathematical
subject. A simple example involving both kinds of thinking is
the following. Suppose

/

y

(yn Yz Yin Y21 Y22 Y2 -
yll yz2yzn yml ymzymn)

= {r vl

Then, with y;. = 377, iy,

In®1)In®Jd)y = (I,®nll)y
= nIn®L,)y =n{c % }Z;

The first two equations here stem from automatic (algebraic)
thinking; but the last comes from cogitative thinking.

6. Doing Mathematics is a Game. Finally, there is nothing
wrong in suggesting to students that doing mathematics is re-
ally a game: make the rules and play by them. For example, for
scalars

b=10:

ab=0=a=0 andor and zy =yx always.

But for matrices the rules are different:

AB=0#AA=0 andlor B=0;
and XY =YX sometimes (not often).

One must, therefore, always remember which game is being
played.

Hopefully some of these ideas may make a contribution to
reducing the fear of mathematics that we see in so many students
and thence to improving their mathematical literacy!

This paper was presented at the Seventh International Work-
shop on Matrices and Statistics: Fort Lauderdale, Florida, De-
cember 11-14, 1998, and is Paper No. BU-776 in the Depart-
ment of Biometrics, Cornell University.

Reference

S. R. SEARLE (1977). Proof. International Journal of Mathematics
Education in Science and Technology 8, 195-202.

Shayle R. SEARLE
Departments of Biometrics and Statistical Science
Comell University, Ithaca, NY 14853, USA

biometrics@cornell.edu
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Request for Feedback on
Linear Algebra Education

by Frank UHLIG, Auburn University

1 would like to ask our members for their ideas on ILAS educa-
tional offerings:

Linear Algebra Education Day in Atlantain 1995 so far was
our biggest “production”. We had one 1/2 hour educational talk
in Chemnitz, and in Madison last summer we again offered sev-
eral educational activities at the ILLAS Conference with one ple-
nary lecture, a double mini-symposium on educational matters
and the interactive Linear Algebra textbook presentations.

Our next chance for promoting educational issues is at the
ILAS Conferences in Haifa, Israel, June 25-29, 2001, and Auburn,
Alabama, in the summer 2002.

For this purpose I would like to ask the ILAS membership
for their input: We would like to hear your plans, desires, dreams
and ideas now on what you want to see or hear at a future ILAS
meeting as regards issues of teaching and learning Linear Alge-
bra.

What can we do to foster educational thoughts and progress
in our field? Who could help us? Please specify topics, direc-
tions, unmet needs, and so on, to your ILAS Education Commit-
tee:

Richard A. BRUALDI: brualdi@math.wisc.edu,
David CARLSON: carlson@math.sdsu.edu,
Jane DAY: day@sjsumcs.sjsu.edu,
Guershon HAREL: harel@math.purdue.edu,
Charles R. JOHNSON: crijohnso@math.wm.edu,
Jeff STUART: jeff.stuart@usm.edu,
Frank UHLIG: ubligfd@mail.auburn.edu.

I will meet many of you in Barcelona. Maybe by then some
plans will have crystalized.

Frank UHLIG

ILLAS Education Committee Chair
Department of Mathematics
Aubumn University, 312 Parker Hall
Auburn, AL 36849-5310, USA

uhligfd@mail.auburn.edu
http:/www.auburn.edu/ uhligfd.
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ILAS President/Vice-President’s Annual Report: April 1999

1. The following have becn elected to ILAS offices with
terms that began on March 1, 1999.

Board of Directors: Nicholas J. HIGHAM and Pauline VAN
DEN DRIESSCHE (three-year terms ending February 28, 2002).

President: Richard A. BRUALDL

The following continue in their offices to which they were
previously elected:

Vice President: Daniel HERSHKOWITZ (term ends February
28, 2001)

Secretary/Treasurer: James R. WEAVER (term ends Febru-
ary 29, 2000)

Board of Directors: Jane DAY (term ends February 29, 2000),
Volker MEHRMANN (term ends February 29, 2000), Jose DIAS
DA SILVA (term ends February 28, 2001), Roger A. HORN (term
ends February 28, 2001).

The President’s Advisory Committee consists of Chi-Kwong
Li (chair), Shmuel Friedland, Raphi L.oewy, and Frank Uhlig.

2. The Nominating Commiittec for 1999 consists of: Ra-
jendra Bhatia (chair, appointed by the president), Jim Weaver
and Wayne Barrett (appointed by the president’s Advisory Com-
mittee), and Tom Laffey and Judi McDonald (appointed by the
Board of Directors).

3. This year there are elections for two positions on the Board
that become vacant on March 1, 2000, and the position of Sec-
retary/Treasurer being vacated by Jim Weaver.

4. The following ILAS conferences are planned for the near
future:

a. The 8th ILAS Conference will be held at the Univer-
sitat Politecnica de Catalunya, Barcelona, Spain, on July 19-
22, 1999. The organizing committee consists of R. Bru, R. A.
Brualdi, L. de Alba, I. Garcia-Planas (co-chair), J. M. Gracia, V.
Hemnandez, N. J. Higham, R. A. Hom, T. J. Laffey (co-chair), G.
de Oliveira, F. Puerta (chair), and P. M. van Dooren. The local
committee consists of J. Clotet, A. Compta, M. D. Magret, and
X. Puerta.

b. The 9th ILAS Conference will be held at the Technion,
Haifa, Israel, June 25-29,2001.

¢. The 10th ILAS Conference will be held at Auburn Uni-
versity, Auburn, Alabama, USA, summer 2002.

5. The ILAS Board has agreed that, on an experimental ba-
sis, ILLAS will consider requests for the sponsorship of an ILAS
Lecturer at a conference which is of substantial interest to ILAS
members. ILAS will set aside $1,000 per year to support such
conferences, with a maximum amount of $500 available for any
one conference. The guidelines being used during this experi-
mental period are:

(1) the conference must be of interest to a substantial number
of ILAS members;

(2) the same ‘organization’ is not eligible for support more
frequently than once every three years;

(3) the support should be widely distributed geographically.

During this experimental period, the ILAS Board (three ex-
ecutives and six other members) will review proposals and de-
cide on which, if any, will receive support, and how much that
support will be. Next year we will review these guidelines and
this may result in some changes.

We are now accepting requests for conferences held in 2000.
Such requests should be submitted by September 15, 1999. Elec-
tronic requests are preferred and should be sent to brualdi@math.
wisc.edu. The request should include:

(1) date and place of conference, (2) sponsoring “organiza-
tion,” (3) organizing committee, (4) purpose of conference, (5)
invited speakers, to the extent known, (6) expected attendance,
(7) proposed ILAS Lecturer, and brief information about the lec-
turer, (8) amount requested.

ILAS is sponsoring two Lectures in 1999: Hans Schneider
(University of Wisconsin—Madison) at the workshop on Applied
Linear Algebra honoring Ludwig Elsner (Bielefeld, Germany,
January 21-23, 1999) and Gene H. Golub (Stanford University)
at the Eighth International Workshop on Matrices and Statistics
(Tampere, Finland, August 6-7, 1999).

6. The 1999 ILAS Linear Algebra Prize Committee (Hans
Schneider—chair, Angelika Bunse-Gerstner, Biswa Datta, Mirek
Fiedler & Russ Merris) has recommended that L.udwig Elsner
be awarded the 1999 prize. The prize will be awarded at the
ILAS Barcelona meeting in July 1999.

7. ILAS has entered into a cooperative agreement with SIAM
forits next Applied Linear Algebrameeting to be held in Raleigh,
North Carolina, October 23-25, 2000. The terms of this agree-
ment are:

(1) ILAS will nominate two plenary speakers, and ILAS will
support the travel and expenses of these two speakers. (2) The
ILAS speakers will be identified in publicity for the meeting and
in the program. (3) SIAM will offer the two ILAS speakers free
registration. (4) SIAM will offer the two ILAS speakers a free
banquet ticket. (5) SIAM will offer ILAS members who are
not already a member of the SIAM/SIAG-LA the same reduced
registration fee that it offers SIAM/SIAG-LA members.

8. The Electronic journal of Linear Algebra(ELA): Volume
1, published in 1996, contained 6 papers. Volume 2, published
in 1997, contained 2 papers. Volume 3, the Hans Schneider is-
sue, published in 1998, contained 13 papers. Volume 4, pub-
lished in 1998 as well, contained 5 papers. Volume 5 is being
published now. As of April 1999 it contains 6 papers. ELA’s pri-
mary site is at the Technion. Mirror sites are located in Temple
University (Philadelphia, USA), in the University of Chemnitz
(Germany), in the University of Lisbon (Portugal), in The Euro-
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pean Mathematical Information Service offered by the European
Mathematical Society (EMIS), and in EMIS’s 36 Mirror Sites.

We are happy to announce the appointment of five new ad-
visory editors and three new associate editors. The new advi-
sory editors are: Richard A. Brualdi, Ludwig Elsner, Miroslav
Fiedler, Shmuel Friedland, and Hans Schneider. The new asso-
ciate editors are: Ravindra B. Bapat, Stephen J. Kirkland, and
Bryan L. Shader. The entire board is shown in ELA’s primary
homepage:

http://www.math.technion.ac.il/iic/ela/
and in ELLA’s mirror sites:

http://www.math.temple.edu/iic/ela
http://hermite.cii.fc.ul.pt/iic/ela/
http://www.tu-chemnitz.de/ftp-home/pub/ela
http://www.emis.de/journals/ELA/

9. George Styan has continwed as Editor-in-Chief of IM-
AGE, with issues no. 20 and 21 published in April and October
1998, respectively.

10. A new Journals Committee has been appointed for a
three year term. It consists of Chi-Kwong Li as chair, Hans
Schneider, Jim Weaver, Danny Hershkowitz (representing ELA),
and George Styan (representing IMAGE). The Committee has
been given the immediate charge of exploring the possibility
and implications of IILAS publishing an annual (or whatever the
quantity of papers suggests) hard copy of ELA, for those who
wish to have such in addition to the free electronic availability
of ELA.

11. TLAS-NET: As of April 21, 1999, we have circulated
836 ILAS-NET announcements. 1LLAS-NET currently has 524
subscribers.

12. ILAS INFORMATION CENTER (IIC) has a daily aver-
age of 300 information requests (not counting FTP operations).
IIC’s primary site is at the Technion. Mirror sites are located
in Temple University, in the University of Chemnitz and in the
University of Lisbon.

Richard A. BRUALDI, /LAS President
Department of Mathematics
University of Wisconsin—Madison
Van Vleck Hall, 480 Lincoln Drive
Madison, WI 53706-1388, USA

brualdi@math.wisc.edu

Daniel HERSHKOWITZ, JLAS Vice-President
Department of Mathematics

Technion, Haifa 32000, Israel
hershkow@tx.technion.ac.il

page 7

Dennis Ray Estes: 1941-1999

Dennis Ray Estes was bomn in Ada, Oklahoma, on June 18,
1941. He received his PhD from Louisiana State University in
1965 under the direction of Gordan Pall. He was a Bateman
Research Fellow at the California Institute of Technology from
1966 to 1968. He then moved to the University of Southern
California, where he spent 30 years, until his untimely death on
February 1, 1999.

He was a leading expert in the arithmetic theory of quadratic
forms over rings of algebraic integers and wrote more than 40
papers on quadratic forms, number theory, linear and commu-
tative algebra with over 20 different co-authors including Len
Adleman (USC), Hyman Bass (Columbia), John Hsia (Ohio
State) and Olga Taussky (Caltech). He was a major speaker at
several international conferences in Germany and France, and
most recently at the meeting on Quadratic Forms and Lattices in
Seoul, Korea, last June.

Estes had 6 PhD students over the years. He was deeply
involved in graduate education at USC. He served 12 years as
Math Department Vice Chair for Graduate Studies and was a
constant source of help and advice to our graduate students. He
also served several terms on the University Graduate Advisory
Committee.

He is survived by his wife Lee and two daughters, Darcy
and Shelly. In recognition of his service to the mathematical
community and in particular to graduate students, the University
has established the Dennis Ray Estes Graduate Memorial Fund,
to benefit graduate students in the Math Deparment. Donations
may be sent to the Department of Mathematics, University of
Southern California, Los Angeles, CA 90089-1113, USA.

The photograph is courtesy Darcy Estes, via John S. Hsta.

Robert M. GURALNICK
Department of Mathematics
University of Southern California
Los Angeles, CA 90089-1113, USA

guralnic@mtha.usc.edu
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BILINEAR ALGEBRA
An Introduction to the Algebraic Theory of Quadratic Forms
Algebra, Logic and Applications, Volume 7

Kazimierz Szymiczek

Giving an easily accessible elementary introduction to the algebraic theory of quadratic
forms, this book covers both Witt's theory and Pfister’s theory of quadratic forms.

Leading topics include the geometry of bilinear spaces, classification of bilinear spaces
up to isometry depending on the ground field, formally real fields, Pfister forms, the Witt
ring of an arbitrary field (characteristic two included), prime ideals of the Witt ring, Brauer
group of a field, Hasse and Witt invariants of quadratic forms, and equivalence of fields

with respect to quadratic forms. Problem sections are included at the end of each chapter.
There are two appendices: the first gives a treatment of Hasse and Witt invariants in the
language of Steinberg symbols, and the second contains some more advanced problems

in 10 groups, including the u-invariant, reduced and stable Witt rings, and Witt equivalence
of fields.

1997 « 496pp * Cloth {SBN 90-5699-076-4 » US$84 / £55 / ECU70 » Gordon and Breach

MULTILINEAR ALGEBRA
Algebra, Logic and Applications, Volume 8

Russell Merris

The prototypical multilinear operation is multiplication. Indeed, every multilinear mapping can be
factored through a tensor product. Apart from its intrinsic interest, the tensor product is of fundamen-
tal importance in a variety of disciplines, ranging from matrix inequalities and group representation
theory, to the combinatorics of symmetric functions, and all these subjects appear in this book.

Another attraction of multilinear algebra lies in its power to unify such seemingly diverse topics. This
is done in the final chapter by means of the rational representations of the full linear group. Arising as
characters of these representations, the classical Schur polynomials are one of the keys to unification.

FROM GORDON AND BREACH

1997 « 396pp * Cloth ISBN 90-5699-078-0 « US$90 / £59 / ECU7S « Gordon and Breach

ADVANCES IN ALGEBRA AND MODEL THEORY
Algebra, Logic and Applications, Volume 9

Edited by M. Droste and R. Gobel

Contains 25 surveys in algebra and model theory, all written by leading experts in the field. The surveys are
based around talks given at conferences held in Essen, 1994, and Dresden, 1995. Each contribution is written
in such a way as to highlight the ideas that were discussed at the conferences, and also to stimulate open
research problems in a form accessible to the whole mathematical community.

LOGIC AND APPLICATIONS SERIES

FORTHCOMING TITLES IN THE ALGEBRA,

The topics include field and ring theory as well as groups, ordered algebraic structure and their relationship to
model theory. Several papers deal with infinite permutation groups, abelian groups, modules and their relatives
and representations. Mode! theoretic aspects include quantifier elimination in skew fields, Hilbert’s 17th problem,
(aleph-0)-categorical structures and Boolean aigeloras. Moreover symmetry questions and automorphism groups of

orders are covered.

1997 « 500pp ¢ Cloth 1SBN 90-5699-101-9 » US$95 / £62 / ECUT9 » Gordon and Breach
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