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FEATURE INTERVIEW

�Don't shy away from problems in industry - they lead to fantastic new Linear Algebra�

Volker Mehrmann Interviewed by Christian Mehl 1

Volker Mehrmann c 2012
Fernando Domingo Aldama
(Ediciones EL PAÍS, SL)

All rights reserved

C.M. - Applied as well as core Linear Algebra has been an important part of
your research. How did you get started in this area?

V.M. - I actually got started writing a master's thesis in Numerical Linear Algebra with
Ludwig Elsner in Bielefeld, working on eigenvalue problems. After I �nished it I told
him that I wanted to go to the U.S. to experience a little bit outside of East Westphalia,
the local region around Bielefeld. He suggested a few possible names to me and �nally
I got an o�er from Richard Varga from Kent State University to be accepted into the
Ph.D. programme. Richard suggested a topic onM -matrices and their generalizations and
I wrote my Ph.D. thesis in this �eld under the supervision of him and Ludwig Elsner.
After I �nished my thesis, a funny incident brought me back to eigenvalue problems. I was
attending the conference at Argonne National Laboratory in honor of James H. Wilkinson's
65th birthday, where I met Ralph Byers. He was talking about the Hamiltonian eigenvalue
problem, the topic of his Ph.D. thesis, and all of a sudden I found a nice application for
an otherwise useless algorithm from my master's thesis. Because of this incident, I started
to work on control problems and eigenvalue problems.

C.M. - Since then, you have done research in so many di�erent areas, like Numerical Analysis, Control
Theory, and Analysis of di�erential-algebraic equations (DAEs), etc. How important is the role that
Linear Algebra plays in your research today?

V.M. - In the background it's all Linear Algebra. One thing that I learned in my many years of studying and doing
research is the following. If you have a good understanding of the �nite-dimensional setting in an abstract framework
then you can apply it to almost all kinds of problems in the in�nite-dimensional setting. You may have to extend and
modify the theory, but nevertheless the basic ideas typically come from Linear Algebra.

C.M. - Do you think that this central role of Linear Algebra is well enough appreciated in other commu-
nities?

V.M. - Fortunately, there has been a change, in particular in Germany. People in all areas of mathematics appreciate
and acknowledge the importance of Linear Algebra and Matrix Theory much more than previously. As an example,
people from the PDE community or people working in Control Theory have realized that if they want their algorithms
to work, then they better do the Linear Algebra right. Typically they want their algorithms not only to be accurate,
but also to be fast, and both of those together one cannot get without a detailed and constructive way to deal with the
Linear Algebra problem in the background. Everywhere one has to solve a large-scale linear system, or an eigenvalue
problem, or one has to do a singular value decomposition or something like that, and typically the bottleneck is this
Linear Algebra problem. And usually a good theoretical analysis of the structure and properties of the matrices and the
corresponding perturbation theory is the key to success.

In a certain sense, my whole career is built on the following basic principle. If you are dealing with a project from
applications then you have to learn were the problems come from, that is, you have to learn about the underlying
physics, you have to learn about the models, and you have to learn about the corresponding model equations. But if you
�nally come to implementing your algorithms, then you have to analyze the properties of the Linear Algebra problem.
You can prove many nice theorems about convergence in abstract spaces, but if you do not do the Linear Algebra right,
then it does not work in practice. In a certain sense it is a big success that has been achieved in the last few years that
people have learned that this is the case. Many people are now using ideas from Linear Algebra directly or indirectly to
really make progress in something that at �rst sight may be completely unrelated to Linear Algebra.

C.M. - Are there speci�c examples that you have in mind here?

V.M. - For example, take compressed sensing. It is applied Fourier analysis, but in the background it is Linear Algebra.
Or take the numerical solution of complicated PDEs in industry. They lead to large-scale linear systems or eigenvalue

1Technische Universität Berlin, Institut für Mathematik, Berlin, Germany. mehl@math.tu-berlin.edu
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problems that you have to solve and if you don't deal in the right way with these Linear Algebra problems in the
background, then you cannot get a good solution.

C.M. - Besides working on these problems, in your opinion what are the most important topics in Linear
Algebra to be considered in the future?

V.M. - At the moment I see four important topics, where progress is urgently needed and where Linear Algebra plays a
major role. The �rst is the solution of PDE eigenvalue problems. There is a lot of recent work on adaptive �nite element
methods, and in the symmetric/self-adjoint case very good results are available, but if you go to the non-self-adjoint case
then there is essentially nothing. The analysis on the Linear Algebra side in this case is very good already, though not
complete yet, but on the PDE side there is not much. This is an important topic, in particular if the modeling is done
partially with �nite elements and partially with phenomenological models which in many cases you have to use, because
it is very hard to model friction or damping in a systematic way except going to the atomistic level.

The second topic that I see is tensor analysis, thus Multilinear Algebra. Here, you have to extract important features of
operators in high-dimensional spaces, and this dimension is not the size of a matrix, but the dimension of the underlying
physical problem. These problems are not only3D, but easily 1000D or even higher-dimensional. Our classical matrix
formulation is de�nitely not the right approach here. In recent years, important work on this topic has been made, but
signi�cant progress is hindered by the fact that the algebraic geometry behind these problems is not yet clear. I think
that this challenging problem brings many di�erent areas of mathematics together. If people working in these areas want
to contribute to real-world problems, here is their chance.

The third big problem I have in mind is perturbation theory, which is still mainly restricted to problems that we
understand well. Either it is general perturbation theory for matrices and eigenvalue problems or related topics, or it is
perturbation theory hidden in the context of PDEs, typically in asymptotic analysis. But if we consider, for example,
complicated eigenvalue problems, then nobody yet understands how the perturbation theory, in terms of parameters, in
terms of noise, or in terms of uncertainties in the data, really works. Also, it is not clear how to bring this together with
additional structure in the problems.

Finally, I think a fourth major problem is that in all the areas of signal and image processing, the Linear Algebra is still
the bottleneck. If you look at it from this side, you have to solve an optimization problem by minimizing Ax � b in the
L 1-norm subject to some extra constraints. This is a Linear Algebra problem, but we do not know how to solve it well
when the size is very large.

C.M. - It seems there is a lot for us to do in the future. But let us come back to your early career. Which
colleagues had the greatest in�uence on your development as a researcher?

V.M. - I must say that Richard Varga, Ludwig Elsner, and Hans Schneider really were role models in many di�er-
ent directions: Richard Varga with his really broad research from iterative methods, PDEs, complex variables, and
approximation theory; Hans Schneider bringing me into graph theory and nonnegative matrices, and Ludwig Elsner
being extremely well acquainted with almost all these problems, knowing their background and all important results. He
corrected me quite often when I got ahead too enthusiastically and thought that I could solve a problem. In that case he
came up very quickly with counterexamples to my ideas. These three clearly had an important in�uence on my career,
as well as had Angelika Bunse-Gerstner who was assistant at the University of Bielefeld when I was a student there.

But I must also say that a very important factor in my life was the very good relationship and very successful research
cooperation with Ralph Byers with whom I had been working together in Numerical Linear Algebra until he passed
away in 2007. Another strong in�uence is the long-term cooperation with Peter Kunkel. Our joint work started out with
a Linear Algebra problem, a Riccati equation which we could not solve. Or, let me say that we both solved it using
di�erent methods and we obtained di�erent results. Then we realized that we had to look into this topic in more detail,
and this brought us into the theory of di�erential-algebraic equations, which in the beginning was also interesting from
the pure Linear Algebra point of view, because it involved canonical forms and things like that, but then it went pretty
much into Analysis.

C.M. - Among your many contributions to Linear Algebra, which are the ones that you like the most?

V.M. - Actually, one has to scale this within time, because the view changes. One of the problems that have been
bothering me for many years, where the progress has been small, and which is still not fully solved, is the Hamiltonian
eigenvalue problem and to �nd an O(n3) structure-preserving, structurally backward stable method for it. I must say
that I am very proud of the result that �nally came out and that was published, even though it may not be the perfect
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answer � if the perfect answer exists at all, which I do not believe anymore. But at least it is very close to the perfect
answer. I consider this to be one of my major contributions.

Other important contributions in the Numerical Linear Algebra setting may be strongly related to the fact that we
contributed in bringing computable canonical form under unitary transformations into the Control Theory community.
For example, there are staircase forms and transformations that you can do to make a control problem well treatable
by numerical methods. This has come up over and over again in my theoretical research and I like these contributions.
Concerning the contributions to di�erential-algebraic equations (DAEs) I must say that I did not think that the impact
would be so large in the long run when we started with DAEs in the beginning. It seemed that you just take the
Kronecker canonical form, beef it up a little bit, and use unitary transformations instead of general ones. But all this
has really emerged into a whole theory and a whole new way of dealing with it.

Then another result that I like was joint work with you and the Mackeys when we brought nonlinear eigenvalue problems
back into the world of Linear Algebra where they had essentially vanished since the 1900s and when we brought additional
structure in there. This was actually a very interesting experience. Everybody knows that the quadratic eigenvalue
problem is important in Mechanics, and all of a sudden we had this quadratic eigenvalue problem coming from applications
in joint work with a company here in Berlin. This eigenvalue problem had a funny structure that we had never thought
about before and which is now called palindromic structure. At the beginning we didn't know how to linearize it, how
to e�ciently solve the eigenvalue problem, and how to do the perturbation theory for it, but when we �gured that out,
it turned out to be a real success. Giving this interview, I would really like to tell the community: Don't shy away
from mathematical problems in industry � they can lead to fantastic new Linear Algebra! From time to time it is really
worthwhile to work on practical problems in order to get new ideas.

C.M. - Doing your research in Linear Algebra, what was the most surprising moment you experienced?

V.M. - Maybe a very nice story is when I was working with Hongguo Xu (another long-term collaborator) in Chemnitz
on the Hamiltonian eigenvalue problem. We tried for months and months to solve this problem, but could not get
anywhere. One day in the afternoon, we had worked on an approach which ended up in something that looked like a
singular value decomposition with symplectic transformations, but it did not seem to help in our problem. So I said:
�Let's give it up. Let us put this Hamiltonian eigenvalue problem to rest and let us write a paper on the SVD with
symplectic transformations.� Then we both went home. The next morning Hongguo came to my o�ce and said: �Well
I think by using the SVD with symplectic transformations, we now can deal with the Hamiltonian eigenvalue problem
much better.� In a certain sense this was an enlightening moment for me. We had decided to write a paper about the
SVD. It was a nice theoretical result, but it seemed to be useless. Surprisingly, the next day it turned out to be a solution
to the problem that we actually wanted to solve.

C.M. - Do you have any other anecdotes that you want to share?

V.M. - Together with Greg Ammar, I was driving in a car to a conference in Bremen from Bielefeld. While we were
driving through some town, we were enthusiastically discussing mathematics and how to prove one of our theorems.
At the town exit, I got stopped by the police and the o�cer was asking rigorously: �Did you know how fast you were
driving?� I answered: �No, I have no clue, we were just proving a theorem.� Then the police o�cer answered: �That's the
most extraordinary excuse I have ever heard.� Finally, in LAA an acknowledgement to the German police has appeared
that we got a speeding ticket during the proof of Theorem 2.1. The interesting thing is that the year after that incident
I was visiting Greg in DeKalb, Illinois, and we were stopped by the police. I suggested to Greg to tell him the story
about the theorem, but he said that in the United States such an excuse would not work well.

C.M. - Do you have any advice for young researchers in Linear Algebra?

V.M. - Yes, I have: Learn the basics from Linear Algebra both in a matrix-oriented and in an abstract way and try to
understand the concept of structures in matrices and linear mappings and things like that. Also try to talk to people in
engineering, chemistry, physics, etc., about what their matrix or Linear Algebra problems are and learn their language.
You will �nd that the whole world will be happy to talk to you if you speak their language.

C.M. - That rule certainly does not apply only to mathematics. Thank you very much for the interview.
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ARTICLES

The Development of Linear Algebra Research in Japan

Hiroshi Nakazato, Hirosaki University, Japan, nakahr@hirosaki-u.ac.jp

The main purpose of this article is to describe the relationship between modern research in the area of linear algebra and
the history of mathematics in Japan before 1945.

Motivation to recall the history of mathematics before 1945. The author often refers to Horn and Johnson's
book [7] for the study of the numerical range. To treat such a subject, the author depends on (a) an algebraic elimination,
(b) the resolution of an algebraic equation. The ancient Japanese mathematicians also dealt with these methods. Their
approaches are of interest to modern research.

Wasan and Linear Algebra. The ancient Japanese learned mathematics from Chinese literature. The Chinese book
The Nine Chapters on the Mathematical Art was introduced to Japan in the 7th century. In this book, Chapter 8
provided the method to solve simultaneous linear equations by using elimination. Before the 17th century, the study of
mathematics in Japan was very limited. The contents of traditional Japanese mathematics were contained in those of
Chinese mathematics. The period 1603�1868 was the golden age for the development of the native Japanese mathematics
called Wasan. After the Meiji modernization, the Japanese government adopted the European style of mathematics in
place of Wasan. Although Wasan is not used nowadays, the mathematical results obtained in that golden age, written
in Chinese characters, were rich. Part II of Mikami's book [12] provides classical literature on this subject written in
English. In Wasan, plane geometry and solid geometry were the most popular subjects. You may �nd many beautiful
geometrical problems in Fukagawa's book [5]. Japanese mathematicians favored circles over squares. The problem of
approximating � was very hot. Takakazu Seki (about 1642�1708) and Takahiro Takebe (1664�1739) are recognized
as champions of Wasan. In 1683, Seki wroteKai Fukudai no Hô (the method to solve simultaneous equations) and
introduced the determinant of an n � n matrix for n = 2 ; 3; 4 without any explanation (cf. Takenouchi [19]). In 1712,
his student published Katsuyo Sampo, a collection of writings of Seki. In this book, Seki's series acceleration method
was presented. Seki used this method for accelerating the rate of convergence of a series to obtain a better numerical
approximation of � by �rst taking L n to be half of the perimeter of a regularn-gon inscribed in a unit circle. He then
computed the values ofL n , L 2n , and L 4n for n = 2 15 and gave the modi�ed value

~L n = L 2n +
(L 2n � L n )(L 4n � L 2n )

(L 2n � L n ) � (L 4n � L 2n )

as a candidate for a better approximation of � . He did not provide any reasoning for this method (cf. Morimoto [13]).
Takebe obtained the expansion of the function(arcsinx)2 as

(arcsinx)2 =
2
2!

x2 +
2 � 22

4!
x4 +

2 � 22 � 42

6!
x6 +

2 � 22 � 42 � 62

8!
x8 + � � �

in his book Tetsujutsu Sankei published in 1722 (cf. [13]). In this book, he performed accurate numerical computations
and conjectured the rational coe�cients of the expansion by using regular continued fractions. In 1674, Seki published
Hatsubi-Sampo, presenting 15 questions and their answers. Many questions were related to elimination. For instance,
Question 6 asks for a right triangle with sides`, m, and n satisfying `2 + m2 = n2 and the two additional conditions
(1) n3 = 700 � `3 and m3 = 900 � n3 and hence (2)m3 = 200 + `3. According to Ogawa's article [14], we eliminaten
and m to obtain an equation in `. We expand the cube ofn2 as n6 = `6 + 3 `4m2 + 3 `2m4 + m6. This is modi�ed as (3)
n6 � (`6 + m6) = 3 `4m2 + 3 `2m4. Since the right-hand side of (3) is equal to3`2m2(`2 + m2) = 3 `2m2n2, we obtain (4)
n6 � (`6 + m6) = 3 `2m2n2. We take the cube of both sides of (4) and obtain (5)(n6 � (`6 + m6))3 = 27`6m6n6. We
substitute (1) and (2) into (5) and obtain the equation ((700� `3)2 � (`6 +(200+ `3)2))3 � 27̀ 6(200+ `3)2(700� `3)2 = 0 .

Yoshizane Tanaka (1651�1719) publishedSangaku Funkai around 1690. In this book, he treated the elimination ofX
from the two algebraic equationsf (X ) = a+ bX + cX 2 = 0 and g(X ) = p+ qX + rX 2 + sX 3 = 0 . He developed a slightly
di�erent method than the one introduced by Sylvester in 1840. We introduce his idea, as described by Komatsu [11]. He
expressed the resultantR(f; g : X ) as a linear combination

P
Ci � i of the 16 monomials � i , namely a3s2, a2brs, a2cqs,

a2cr2, ab2qs, ab2r 2, abcps, abcqr, b3ps, b3qr, ac2pr, ac2q2, b2cpr, b2cq2, bc2pq, and c3p2, with integral coe�cients Ci . He
determined the coe�cients Ci under the assumption that C1 = 1 . The result is the following: C6 = C10 = C14 = 0 ,
C1 = C4 = C5 = C12 = C13 = C16 = 1 , C2 = C8 = C9 = C15 = � 1, C3 = C11 = � 2, C7 = 3 .

The period 1868�1945. Modern mathematical education and research in Japan were established after the Meiji
modernization around 1868. The foundation of modern mathematics in Japan was laid by Dairoku Kikuchi (1855�1917).
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The victories of Japan in the three main wars against other countries raised the international position of this country,
and Japan quickly became an industrial country and got some colonies in East Asia. In 1931 Japan began a war against
China and in 1941 against the USA and its European allies. But in 1945, Japan was completely defeated by the Allied
Forces. We brie�y mention the contributions of Japanese mathematicians to linear algebra during this period. Teiji
Takagi (1875�1960), who is world-famous mostly for his contributions to class �eld theory, is also well-known for his
Japanese textbooks in analysis and algebra. In his paper [17] of 1925, Takagi proved that an arbitrary Toeplitz matrix
is unitarily similar to a complex symmetric matrix. Matsusaburô Fujiwara (1881�1946) is known as the founder of the
Tohoku Mathematical Journal. In 1911, he and T. Hayahi began to publish the �rst European-style mathematical journal
in Japan. T. Hayashi, Fujiwara and Yoshio Mikami (1875�1950) were leaders of the study of Wasan. In [4], Fujiwara
characterized the algebraic equations whose roots lie in a circular disc or a half-plane. In [16], Kenjiro Shoda (1902�1977)
proved that a square matrix X with tr( X ) = 0 is the commutator AB � BA of two matrices A and B . Soichi Kakeya
(1886�1947) proved the following theorem [9]. If p(z) = an zn + an � 1zn � 1 + � � � + a1z + a0 is a polynomial of degreen
with real coe�cients satisfying an � an � 1 � � � � � a1 � a0 � 0, then all the roots of p(z) lie in jzj � 1.

The period 1945�2016. After the 6-year occupation by the Allied Forces, Japan recovered its independence in 1952.
The author lists some mathematical topics after 1945 which are impressive to him. In 1954, Kunihiko Kodaira (1915�
1997) was awarded the Fields Medal. He developed the theory of complex manifolds. Riemann's theta functions are
related to his work. The study of linear algebra in Japan was developing in relation to its neighboring areas. In the core
area, Iri's textbook [8] is useful for studying advanced topics in linear algebra. Concerning the subject (b) mentioned
above, H. Umemura [21] provided a method to construct solutions of an algebraic equation by using Riemann's theta
functions. Fujii-Kubo [3] obtained bounds on the roots of a polynomial. The classical subject of linear algebra deals
with linear operators on �nite dimensional vector spaces, especially Euclidean spaces. Linear operators on a Hilbert
space, forming an operator algebra, give an interesting generalization of this classical subject. The positivityhTx; x i � 0
of an operator T is useful for various applications. Kubo and Ando [10] gave a basis for the study of operator means.
Unitary dilations are discussed in some areas (cf. [1]). Various new classes of operators were introduced in connection
with the Furuta inequality (cf. [6]). Tomita-Takesaki modular theory solved di�culties in non-semi�nite von Neumann
algebras [18]. The �rst mathematical subject to interest the author was derivations in operator algebras. S. Sakai and
J. Tomiyama introduced this subject to the author (cf. [15, 20]). The author has collaborated with M. T. Chien for
18 years, studying the numerical range from a viewpoint of algebraic curve theory. Their latest work [2] is related to
Riemann's theta functions and elimination methods.

We learn many things from history.
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Linear Algebra in the Netherlands

M.A. Kaashoek, Vrije Universiteit, Amsterdam, Netherlands, m.a.kaashoek@vu.nl

As in many other countries, linear algebra as a separate area of research is not common in the Netherlands. But linear
algebra provides and has provided basic tools for various research projects of Dutch mathematicians. Often this has
resulted in new applications of Linear Algebra which are of general interest, or in new matrix theory problems. For the
Netherlands I am thinking of �elds like numerical analysis, mathematical systems theory, graph theory, operations re-
search, and of mathematicians like Willem Haemers, Lex Schrijver, Mark Spijker, Henk van der Vorst, Jan van Schuppen,
the late Jan Willems, and from the younger generation, Aart Blokhuis, Jan Brandts, Hein van der Holst, Rob Zuidwijk,
and others. Both Willem Haemers and Aart Blokhuis are former Ph.D. students of Jaap Seidel (1919�2001) who was a
Dutch pioneer in developing linear algebraic methods for discrete mathematical problems.

So far I did not mention operator theory or any operator theory people. The connection between operator theory and
linear algebra is of a special nature. There is a two-way relation between those two �elds that is much more complex
than in other cases. In the Netherlands, this two-way relation is based on the fact that operator theory, matrix theory,
analytic functions, control theory, and electrical engineering share common ground and common problems. Since the
late seventies, when Israel Gohberg got a regular visiting professorship at the VU in Amsterdam, these relations were
developed further. Beautiful matrix results served as motivation or inspiration for new operator theory problems and
new applications. Think of matrix completion problems, the area of inversion of structured matrices, which has its
roots in the work of Gohberg-Heinig-Semencul-Trench on Toeplitz matrices, and the classical Szeg® inverse problems.
All these matrix problems have deep and beautiful in�nite-dimensional operator theory analogs involving the work of
several Dutch mathematicians: Harm Bart, André Ran, Freek van Schagen, Philip Thijsse, Sanne ter Horst (presently
in Potchefstroom SA), Hugo Woerdeman (presently in Philadelphia, PA, USA), and myself. Many chapters in the Bart-
Gohberg-Kaashoek-Ran books of 2008 and 2010 can be viewed as chapters in linear algebra. Various in�nite-dimensional
mathematical analysis problems involving rational matrix data turned out to be reducible to linear algebra problems
which led to interesting applications to, among others, direct and inverse spectral problems for Dirac di�erential systems,
in joint work with Alexander Sakhnovich. Another beautiful example of the reverse direction, from an in�nite-dimensional
setting to a matrix problem, is the recent work of André Ran, jointly with Christian Mehl, Volker Mehrmann and the
late Leiba Rodman, which concerns a pure linear algebra problem, namely the behavior of eigenvalues under rank one
perturbations. Their work has its roots in a 1995 paper of L. Hörmander and A. Melin on the behavior of the spectrum
of compact operators on in�nite-dimensional Banach spaces.

Given the various Dutch contributions to linear algebra, it will not be a surprise that Dutch matrix and operator theory
people have also served the linear algebra community in other ways, including as editors of the journalLinear Algebra and
its Applications, as ILAS board members, and by twice organizing an International Linear Algebra Society conference
(Rotterdam in 1994 and Amsterdam in 2006).

Acknowledgement. I gratefully acknowledge the useful remarks I got from Harm Bart, Lex Schrijver, André Ran, and
Freek van Schagen on an earlier version of this article.
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